Children’s online privacy has garnered much attention in media, legislation, and industry. Adults are concerned that children may not adequately protect themselves online. However, relatively little discussion has focused on the privacy breaches that may occur to children at the hands of others, namely, their parents and relatives. When adults post information online, they may reveal personal information about their children to other people, online services, data brokers, or surveillant authorities. This information can be gathered in an automated fashion and then linked with other online and offline sources, creating detailed profiles which can be continually enhanced throughout the children’s lives.

In this paper, we conduct a study to see how widespread these behaviors are among adults on Facebook and Instagram. We use a number of methods. Firstly, we automate a process to examine 2,383 adult users on Facebook for evidence of children in their public photo albums. Using the associated comments in combination with publicly available voter registration records, we are able to infer children’s names, faces, birth dates, and addresses. Secondly, in order to understand what additional information is available to Facebook and the users’ friends, we survey 357 adult Facebook users about their behaviors and attitudes with regard to posting their children’s information online. Thirdly, we analyze 1,089 users on Instagram to infer facts about their children.

Finally, we make recommendations for privacy-conscious parents and suggest an interface change through which Facebook can nudge parents towards better stewardship of their children’s privacy.
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1. INTRODUCTION

Technological advances present the modern parent with novel concerns. How much exposure should a child have to technology? Can children be trusted to retain appropriate privacy in a networked world? However, few parents view their own social media usage as a threat to their children. But as a new generation of adults joins the ranks of parents, mentions and photos of children and babies are popping up on Facebook, Instagram, and other social media with increasing frequency [7]. Facebook has become a “modern day baby book” [22], with the number of parents who post pictures of their children falling in the range of 66% [33] to 98% [4]. Are parents inadvertently compromising their children’s privacy?

In this paper, we measure adults’ sharing of children’s personally identifiable information in online social networks, namely, Facebook and Instagram. This matter deserves attention for two reasons. Firstly, online social networks are public areas – since children are vulnerable, their information should not be publicly visible and archivable. This is a concern recognized by many parents [2]. Secondly, when parents post their children’s information on Facebook, Instagram, or another social network, even in a non-public manner, they are effectively supplying the service provider with detailed information about the children. This limits children’s ability to hide their online presences should they later wish to do so.

Specifically, we consider to what extent babies and young children – who do not even have their own Facebook accounts – can have their privacy compromised due to their parents’ online behavior, and to what extent these privacy violations can be carried out in an automated fashion. We first apply off-the-shelf age detection software to the adults’ public Facebook photos to automatically discover photos containing children. We then attempt to identify names and birth dates for the children through automated textual analysis. We find that for a large number of parents, one can learn the names and faces of their children; for many children, one can learn their birthdays.

By linking this information with publicly available data, one can obtain even more vivid profiles of young children. We demonstrate this by analyzing a set of adults for whom we have obtained the corresponding voter registration records. After detecting children on the public profile pages of these
adults, we can further determine the addresses of the families, the parents’ birthdays and the parents’ political affiliations. Such a seed profile could then be continually enhanced throughout the child’s life by data brokers, government surveillance agencies, or Facebook itself. We extend this approach to Instagram, and we find that many parents are sharing not only their child’s image but his birthday and name as well.

The automated attack described above is restricted to using public Facebook posts. Friends of a parent, Facebook itself, and organizations with access to one’s Internet traffic can often see much more. As we cannot access the friends-only content, we cannot directly assess the full extent of what parents share online about their children. In order to gain a more complete picture of parental behavior online, we conduct a survey of parents who use Facebook. We find that the majority of parents report sharing their children’s faces and names on Facebook, and many also report posting their children’s birthdates.

This paper makes the following contributions:

1. Measure the occurrence of images of children posted by adults on Facebook.
2. Demonstrate how an attacker could infer, in an automated manner, attributes about children based on the posts of adults on Facebook.
3. Further demonstrate how this information can be linked with public records to create more detailed profiles of children.
4. Conduct a survey of parents on Facebook to learn about their posting habits with regard to their children.
5. Examine Instagram to determine how widespread parental oversharing is in this increasingly popular online social network.
6. Recommend better practices to parents and Facebook to protect children’s privacy.

The structure of this paper is as follows: in Section 2, we discuss the threats facing children whose parents are active in online social networks as well as the legal and ethical considerations of this project. In Section 3, we present a method to gather a database of children whose likenesses and other information have been posted on Facebook without their participation. In Section 4, we survey parents who use Facebook to learn about their posting behaviors and privacy attitudes with regard to their children. In Section 5, we conduct a similar analysis using the Instagram photo-based social network. In Section 6, we discuss the ramifications of our findings and make some recommendations to parents and Facebook to ensure better privacy for children. Section 7 presents related work. Finally, in Section 8, we conclude.

2. PRELIMINARIES

In this section, we outline the different threats posed to a child whose information is shared on Facebook or Instagram. We also discuss the legal and ethical considerations involved in conducting this research.

2.1 Threats to Children on Online Social Networks

When parents post photos of children to Facebook or Instagram, they likely have only positive intentions: for example, to share updates about their family and life with grandparents, or to chronicle their lives’ events. However, the children may bear collateral risk as a result. We describe four threats to a child whose information is posted on Facebook:

- **Stranger danger.** When parents share information publicly about their children, they allow strangers to learn important facts about their children. For example, a public photo of a child with the caption “Happy birthday, Olivia!” provides an observer with knowledge of the child’s face, name, and birthday. This could be exploited by criminals or predators local to the child, or by an identity thief who wishes to infer the child’s personally identifiable information.

- **Overexposure to acquaintances.** Though media accounts often focus on children’s abduction at the hand of strangers, it is far more common that children’s kidnappers are from their family’s social circles: a 1997 study by the FBI found that 76% of kidnappings and 90% of all violent crimes against juveniles were perpetrated by relatives or acquaintances. As such, sharing personal information about one’s child is not necessarily safe even when a parent has friends-only or friends-of-friends settings on their Facebook posts. Additionally, since many adult users of Facebook have over 200 or more Facebook friends, these posts are less private than they realize. The same applies to a parent who has elected to use the privacy settings on Instagram.

- **Data Brokers.** Data brokers build profiles about people and sell them to advertisers, spammers, malware distributors, employment agencies, and college admission offices. Because the babies’ and children’s merchandise market is in the hundreds of billion dollars in the US alone, it is not surprising that data brokers are already seeking to compile dossiers on children. Using the information that parents post about their children, data brokers can create mini-profiles that can be continually enhanced throughout an individual’s lifetime.

- **Surveillance.** In addition to the threats posed by other users, information posted to online social networks is subject to the threat of surveillance. By sharing a child’s likeness and identifying information, a parent exposes his child to surveillance by the service provider and other parties, such as the NSA. This can be problematic if children later wish to minimize or erase their digital footprints.

To measure the level of these risks, we undertake two methodologies. In the first methodology, we automate the analysis of public Facebook and Instagram pages to search for photos of children and accompanying personal information. This captures two of the four risks enumerated above, by demonstrating what information an unaffiliated viewer (e.g. a stranger or data broker) can glean about a child based on his parent’s Facebook page. However, due to the
Facebook privacy settings, it does not provide a full view of the parent’s posting behavior. In the second methodology, we conduct a survey of parents to learn about their self-reported habits with regard to their children on Facebook. Since parents are reporting their own behavior, this approach is not subject to the privacy-setting limitations of the first methodology. This allows us to assess what a friend, a surveillant authority, or Facebook itself might be able to infer about the children of the Facebook user.

2.2 Ethical and Legal Considerations

To conduct this research, we programmed crawlers that visited public pages on Facebook and Instagram and downloaded their contents. We then automated content extraction to detect faces, names and other information in the public comments.

Performing real-life research in online privacy can be ethically sensitive. Two stakeholders must be considered: the online service provider and the user. While crawling data from online service providers imposes a load upon their servers, we attempted to minimize the load by using a single process to sequentially download pages.

We emphasize that this research benefits Facebook and Instagram users by bringing to light an important aspect of children's online privacy. Any inferences we made were based on publicly available data. We intentionally limited the number of profiles analyzed in order to minimize the risk to any individual user. For the same reason, we also limited our analysis to a user’s most recent posts.

3. AUTOMATED FACEBOOK ANALYSIS

According to Facebook’s help pages, users must be at least 13 years old to join the social network. Nevertheless, many children have an indirect social presence on Facebook through the photos and comments posted about them by adults. In this section, we seek to quantify the extent of this phenomenon by crawling the public Facebook posts of adults to see if they have posted photos and information about their children.

3.1 Methodology

Here, we describe the methodology we followed to discover posts about children on Facebook. See Figure 1 for a diagram of the process.

As basis for our exploration, we begin with a list of 2,383 Facebook users in a suburban city on the East Coast in the USA. This city has 20-30,000 households and a median household income in the $70-100,000 range, and its population is about 70% white, 10% African American, and 15% Asian. As we describe below, each one of these users has been matched with high certainty to a particular registered voter in a voter registration list. Therefore, each user on the list is 18 or older.

For each user on the list, we collect the 20 most recent photos posted to the user’s account. These are the number of photos initially shown on a user’s Facebook photos page. We then analyze the photos using Face++, an online API which provides an age estimate for the faces detected in the photos. If a face’s age estimate is beneath a certain threshold, we flag this photo as containing a child.

Though face recognition and detection has become increasingly accurate, age estimation is still a hard problem; even humans may have a hard time guessing precise ages from a photo. In order to eliminate false positives among our flagged images, we examine only the images that contain a person whose age was estimated as seven or younger.

We found through experimentation that this number helped limit false positives (i.e. young-looking teenagers or adults) while still returning most of the actual children in the sample. We established this threshold by labeling 100 random samples from each tagged age bucket and then calculating the proportion of false positives returned by the API. We used four labels: “child”, “adult”, “uncertain”, and “no face pictured” (since some of the photos were incorrectly labeled as containing faces). In order to retain accuracy of at least 80% (without including faces of uncertain age), we opted to use only the photos that had been tagged with an age in the range of zero to seven, since these were less likely to be false positives. Figure 2 displays the results from each age group.

3.2 Results

From the 2,383 Facebook users, we collected 26,602 total photos from the photo pages of the accounts, for an average of 10.5 photos per account. The overall results are displayed in Table 1.

Of these 26,602 photos, Face++ estimated that 2,251 (8.5%) contained a child between zero and seven years old. 575 of these had public comments from which we could deduce a name for the child using the Stanford NER tool. In addition, 60 of the photos included the word “birthday” in the captions or comments and thus revealed the child’s date of birth.

In terms of accounts, 807 of the overall 2,383 accounts (34.8%) contained at least one photo of a child. Since children usually share their parent’s last name, we are able to infer the last name for all the children in the photos. Of these 807 accounts, 45.2% (365 accounts) had posted or received a comment mentioning the child’s first name, and 6.2% (50 accounts) had also revealed the child’s date of birth. For 45 of the accounts, all three pieces of identifying information

---

1. [https://www.facebook.com/help/210644045634222](https://www.facebook.com/help/210644045634222)
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<table>
<thead>
<tr>
<th>Accounts</th>
<th>Facebook</th>
<th>Instagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total collected</td>
<td>2,383</td>
<td>1,089</td>
</tr>
<tr>
<td>Sharing child photo</td>
<td>807</td>
<td>1,089</td>
</tr>
<tr>
<td>Sharing child name</td>
<td>365</td>
<td>689</td>
</tr>
<tr>
<td>Sharing child birthday</td>
<td>50</td>
<td>292</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Photos</th>
<th>Facebook</th>
<th>Instagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total collected</td>
<td>26,602</td>
<td>21,379</td>
</tr>
<tr>
<td>Child in photo</td>
<td>2,251</td>
<td>6,134</td>
</tr>
<tr>
<td>Name in comments</td>
<td>575</td>
<td>988</td>
</tr>
<tr>
<td>Birthday in comments</td>
<td>60</td>
<td>411</td>
</tr>
</tbody>
</table>

Table 1: The number of accounts and photos for each category examined in both Facebook and Instagram.

regarding a child – photo, name, and date of birth – were available in the parent’s public photo albums.

Additionally, by examining the information in the parent’s public Facebook pages, we can extend the profiles of the children by profiling their families. Additional information that can potentially be obtained for a child (who does not have a Facebook account) include the names and Facebook pages of both parents, siblings, and grandparents. These can be obtained by accessing the friend list of the parent. Moreover, one can infer the parents’ religious and political affiliations, which are often adopted by their children, by the content of their status updates. The attacker can also augment his knowledge of the child by using the profiles of extended family members, if they have posted facts that were not included in the parents’ public profiles.

3.3 Linking with Public Records

It is often possible to link Facebook accounts with other sources of offline and online information. For example, as described by Dey et al.\cite{10}, one can identify many of the Facebook users in a target town by using a combination of the Facebook graph search API, Facebook friends lists, and the voter registration list for the city. For the target suburban city considered in this paper, this technique was applied to obtain approximately 25,000 Facebook users who reside in the target city. Some of these Facebook users have the same name, and some these users’ names match to multiple people in the voter list.

The 2,383 users studied here are a subset of the 25,000 likely-residents, with the following additional properties: (i) each of the 2,383 users has a unique name; (ii) each user recorded on Facebook that his hometown or current city is the target city; (iii) each user has at least five friends in the set of 25,000 likely-residents; and (iv) each user’s name is an exact match with one name in the voter registration list of the target city. Owing to these properties, we believe that most (if not all) of the 2,383 Facebook users have been correctly linked to people in the voter registration lists.

Each record in a voter registration list corresponds to a person and contains the person’s name, birth date, gender, political affiliation, and address. Thus, by linking a parent’s Facebook page with his voter registration records, the attacker can further obtain the address of the child, which has clear potential for dangerous outcomes. Moreover, the attacker can obtain the political affiliations and birth dates of the child’s parents; this would be informative to a data broker or surveillant authority.

In summary, when a parent posts photos of his or her children to Facebook, and the parent can be matched to a voter registration record, then the attacker can minimally obtain the child’s face, last name, address, parents’ names, parents’ birthdays and parents’ political affiliations. Additionally, the attacker may be able to determine the child’s first name, birth date, and any additional information made publicly available in the parents’ Facebook pages, such as parents’ religion or employment. And as mentioned earlier, a Facebook friend of the parent, and Facebook itself, can significantly enhance such a profile with the information the parent shares only with Facebook friends.

3.4 Analysis of Users Posting Child Photos

Among the users who shared a child’s photo, each user shared an average of 2.8 child photos within the user’s 20 most recent photos.
Figure 3: The percentage of users in each age group who posted photos of children on Facebook.

Which users account for the majority of the photo sharing? We analyzed several traits in our dataset to find what types of users were sharing photos of children. We note our relevant findings here:

**Age.**

In Figure 3, we show the percentage of users in each age group who posted child photos, using the set of 2,383 users. As we might expect, photo sharing is highest among users aged 30 to 50, as most parents in this community fall into this age bracket. The median age of the users who shared child photos is 41. Note that a significant fraction of users over 60 are sharing photos of children. We conjecture that the oldest users are sharing photos of their grandchildren.

**Gender.**

In our dataset of 2,383 users, more women shared child photos than men. 46% of the women in our sample shared a child’s photo, as opposed to 23% of men. They also tended to share more photos per user. Among people who had shared child photos, women shared 2.9 photos on average while men shared 2.6. Figure 4 shows the distribution of photo sharing among men and women, respectively.

**Politics.**

We also examined users’ political affiliations, as recorded in their voter registrations. The sample is dominated by political independents and Democrats, since the town profile leans Democratic. As such, there are relatively few Republicans in the sample. Political affiliation did not make a large difference in whether users shared at least one photo of a child. In our sample, 34% of Democrats, 30% of Republicans, and 33% of independents had shared at least one photo of a child.

3.5 Examples of Oversharing Parents

We found several cogent examples of oversharing parents in our sample. In this section, we showcase some anecdotes to demonstrate more clearly the power that parents wield over their children’s privacy. For their protection, we redact any identifying details and merely elaborate the categories known, using false names.

**“Laura”, age 7:** full name and birthdate known. Her family consists of her mother (name and birthdate known), father (name and birthdate known), and an older sister. Her mother works in fashion retailing, and the family’s street address is known. Her father is a registered Republican, and her mother is a political independent.

**“Jerry”, age 0:** full name and birthdate known. His family consists of his father (name and birthdate known), mother (name known), and an older sister (name and birthdate known). The father’s past and current occupations are known, and he is a football fan and political independent.

**“Rebecca”, age 2:** full name and birthdate known. Her family consists of her father (name and birthdate known), mother (name and birthdate known), two older sisters, and an older brother. Her father is a lawyer and a Republican, and her mother is a political independent.

The data gleaned from a parent’s Facebook profile can be rather personal; when conjoined with offline data sources, the information one learns about a child can be highly sensitive. Our work makes clear that this information could be valuable to data brokers, surveillant authorities, or unsavory adults. Parents may unwittingly do their children a disservice when they share too much information.

3.6 Limitations

The automated approach described in this paper for determining the presence of children on a Facebook page is easily scaled. However, it suffers from one major drawback: it can only detect publicly available posts. As a result, it fails to accurately model the threat of malicious acquaintances (who may be able to view friends-only posts) or of surveillant authorities (who can view a user’s full posts, either through network traffic analysis, server backdoors, or data requests). To better explore these risks, we conduct a survey in Section 4 where parents report their overall Facebook usage with regard to their children’s information.

Additionally, this approach assumes that adults only post photos of their own children on Facebook. In reality, though, adults may post photos of their nieces and nephews, students, friends or even child celebrities. This could be remedied by some heuristics; for example, by using a measure similar to TF-IDF for each face’s unique ID, we may more safely determine if the child is a famous person or a family member specific to the account owner. However, we were
unable to implement this or other similar heuristics due to lack of groundtruth data.
A similar point can be made regarding name detection. A conversation in the comments of a photo may mention names other than that of the child. We did not filter for this effect in our experiment due to a lack of groundtruth data. However, an attacker with greater resources and access to more data, such as the social network provider or the NSA, would be able to employ more sophisticated unsupervised learning techniques to guess the correct name with higher accuracy.
Finally, we emphasize that this approach provides only a lower bound on how many parents may be exposing their children’s personal information online. As we analyzed only the most recent public posts, it is likely that many more parents are actually sharing child-related information than those we detected. Our intention in the experiment was not to actually expose the children, but rather to prove that it could be accomplished. Notwithstanding the limitations of our approach, our research brings to light a new aspect of children’s privacy which has not yet been measured at a large scale in the literature. By demonstrating the information that an attacker (or service provider) can gain about a child through adults’ online activities, we hope to bring attention to the impact that a parent has on his child’s online privacy.

4. SURVEY OF PARENTS ON FACEBOOK

In order to gain deeper insight into parents’ sharing behaviors on Facebook, we conducted an online survey of parents who use Facebook. We used Amazon Mechanical Turk, a crowdsourcing platform, to recruit subjects and directed them to a survey hosted on the Qualtrics platform. We restricted our survey to respondents in the United States. Through a series of demographic questions, we narrowed down our respondent pool to Facebook users who are parents of at least one child under age 13 (the age at which Facebook allows teenagers to create their own accounts).

In order to ensure accurate reporting, we included attention-measuring questions wherein the respondent was directed to select a specific response. Respondents who did not follow the directions were assumed to be inattentive and were excluded from the final analysis.

Since this survey uses self-reported data, it provides a more comprehensive picture of parents’ posting behaviors on Facebook. Unlike the scraping approach, it is not limited to public posts; rather, parents reported their overall Facebook usage patterns.

Demographics and Family Makeup.
After filtering for attentiveness, we received 357 responses. 48% of the respondents were male, and 52% were female. A majority (52%) of respondents reported that they had one child; 31% reported 2 children; and 17% of respondents reported 3 or more children.

Behavior on Facebook.
Respondents were directed to check their setting for posts to Facebook. 13% of the users had their posts set to public, and another 77% had chosen friends. See Figure 5 for a full breakdown of the choices.

Though choosing “friends” may appear to preserve a large amount of privacy by limiting one’s audience, the parents in our survey reported high numbers of friends consistent with findings of other research [34]. The plurality of parents (36%) reported having 200 or more friends, with fully half of respondents reporting a number of friends in the range of 150 and higher. (See Figure 6 for details.) This indicates that even parents who are posting on a friends-only basis are still sharing their photos and comments with large numbers of people.

How much information do parents on Facebook report sharing about their kids? 82% of respondents said they had posted a picture of their child at least once. 77% of the parents said they had mentioned their child’s name in a post on Facebook, and 54% of parents said they had mentioned their child’s birthday or date of birth. A summary of their responses can be seen in Figure 7.

36 parents - 10% overall - admitted to posting all three of these pieces of information: a photo, name, and birthday. These pieces of personally identifiable information combine to create strong identifiers for their children. (Notably, some parents might not realize that a “Happy birthday” post reveals their child’s birthday. Therefore, this number may be underreported.)

Privacy Attitudes.
We included questions in our survey to deduce whether parents were concerned about their children’s privacy. We found that parents trended towards moderate regard for privacy, both for themselves and for their children. On a Likert
5. AUTOMATED INSTAGRAM ANALYSIS

As the fastest-growing social site \[26\], Instagram is rapidly becoming the go-to service for sharing images and photos. As of November 2014, Instagram has more than 200 million active users, and an average of 60 million pictures are uploaded daily \[4\].

Unlike Facebook, Instagram profiles and posts are fully public by default, and other users can follow the account without approval. Instagram follows a broadcast model (similar to Twitter) unless users specifically change their settings. Instagram’s terms of service also state that users must be at least 13 years old \[4\].

In this section, we describe our analysis of more than 1,000 Instagram accounts. We examine Instagram users who are likely to be parents to find photos and information about their children and predict what an outside viewer may be able to infer about the children.

5.1 Methods

To find Instagram accounts that were likely to be parents, we used the Instagram API to search for parenting-related hashtags, such as #mybigboy, #mybiggirl, #growingtoofast, #stopgrowing, #sleepingbaby, #mylittleprince, #mylittleprincess, #toddlerbirthday, and #firstbirthday.

This returned a list of photos corresponding to the keywords, along with their associated accounts. A manual analysis of the accounts revealed that not all were relevant; to account for this, we excluded accounts that were associated with less than two of the parenting keywords. We assume that accounts using two or more parenting-related keywords are likely to belong to parents.

After filtering, we downloaded the most recent posts for each of the remaining 1,089 accounts. We then queried the Face++ API for estimates of the ages of the photo subjects. Again, we consider all photos with an estimated age of seven or younger to belong to children. We then proceeded to infer personally identifiable information from the associated comments. If posts contained the words “birthday” or “born,” they revealed the child’s date of birth. We once again used the Stanford NER tool to extract proper names from the comments after employing some simple sanitization techniques to the text.

5.2 Results

Overall, we considered 1,089 Instagram accounts. We downloaded a total of 21,379 photos, approximately 20 photos per account (as the Instagram API returns the 20 most recent photos by default). The overall results can be viewed in Table 1.

Of the 21,379 photos, 6,134 (28%) were labeled as containing the face of a child. 6,070 (99%) of the child photos included comments or tags. In 988 of these photos, we were able to detect a proper name. Thus, we inferred a name for 16% of the child photos analyzed.

Among the child photos, 317 (5%) mentioned a birthday in the comments. Another 94 photos (2%) mentioned the word “born”, which can be used to infer a date of birth. As such, we were able to infer a date of birth for 7% of the child photos.

With respect to accounts, all of the accounts had at least one photo with a child. This indicates that our filtering method (described above in Section 5.1) to locate parents was very accurate. Of the 1082 accounts, 689 (63%) mentioned a child’s name in at least one photo. 292 accounts (27% overall) referenced a birth date. 19% of the accounts overall (or 209 individual accounts) referenced both a child’s name and date of birth.

Since we do not have auxiliary information about Instagram users, we present a more basic analysis of users’ posting behaviors. Among users who posted child photos, the average number of child posts detected in their 20 most recent posts was 5.6, and the median was 5. A distribution of how many photos each user posted can be seen in Figure 8.

5.3 Limitations

Like the Facebook profiling attack, this approach scales quite easily. However, in the process it also suffers from some uncertainty; for example, we cannot verify that the names detected in comments actually belong to the child pictured. Nonetheless, as we state in Section 3.6, a more
determined and informed attacker could employ measures to estimate the probability of a specific name belonging to the child. As such, the amount of data shared on Instagram profiles is a matter of concern.

5.4 Comparison of Facebook and Instagram

We find significant variance between the results for inferring children’s information on Facebook and Instagram. On Instagram, posts are fully public by default, and the search function for hashtags facilitates finding accounts which belong to parents. Due to these features, it is easier to directly discover children and their data.

Among Facebook users who publicly post a child’s photo, less than 50% share the child’s name and less than 10% share the child’s date of birth. But as shown in Table 1, these numbers are significantly higher for Instagram, with 63% and 27% of the users sharing a child’s name and birthday, respectively. We believe that this is largely due to Facebook’s more private default sharing settings, whereas Instagram sharing is fully public by default. Indeed, given the Instagram results and the survey results in Section 4, it appears that parents are quite casual about sharing their children’s photos, names, and dates of birth in both Facebook and Instagram. However, owing to the difference in the default privacy settings, the information is more accessible to the public when posted on Instagram.

On the other hand, since Facebook encourages users to post many personal attributes on their profiles, most datapoints can be inferred from a Facebook profile. Additionally, the use of Facebook’s Graph Search allows an attacker to target a specific geographical area, which in turn enables the profile to be matched more easily to offline data sources such as voter records. Finally, with Instagram, it is not always as easy to infer the last name of a child, as Instagram users often register with pseudonyms.

6. DISCUSSION

In this section, we discuss takeaways from our findings. We also recommend more private behaviors to parents who use these online social tools. Finally, we suggest a Facebook design modification to better protect the privacy of children who are posted on the social network.

6.1 Giving Kids a Chance at Privacy

For children nowadays, navigating the boundaries between public and private is tougher than ever before. While some scholars claim that as “digital natives”, adolescents have shed any concern for privacy, teens and children still do care about privacy, as shown by Boyd [5]. Rather, their non-private behaviors are often symptoms of immaturity or ignorance of the specific technologies that can help maintain their desired levels of privacy.

However, we are seeing a move towards more private behavior online, even among children. Applications such as Snapchat, which circumvent the permanence of most digital communications, are very popular among adolescents and teens, since they allow users to share intimate moments without the drama or long-term consequences of persistent messaging applications [5]. Moreover, privacy tools are beginning to become more usable; in particular, Facebook’s Privacy Checkup tool urges users to review and update their privacy settings [10].

Currently, adult users of Facebook and Instagram have provided their data by choice, presumably having decided that any potential loss of privacy is worth the utility of a convenient and well-populated social tool. However, the children of these adults have provided no such consent. When a parent shares a child’s information online, the child is exposed to non-negligible privacy risk without receiving the attendant benefits of social networking. This is problematic inherently, and it also can reduce a child’s privacy agency later in life when the main online service providers are already aware of his presence, personal information, and familial ties.

6.2 Recommendations to Parents

We make the following recommendations to parents who want to preserve their children’s online privacy while continuing to use online social networks:

- **Check your Facebook privacy settings.** By using more private settings, parents can limit the audience of potential viewers. Though the service provider (namely, Facebook and any ancillary applications) will still host the data, this can protect children from stranger danger or unsavory acquaintances.

- **Make your Instagram account private.** When a user makes his Instagram private, other users must be approved before viewing the photos on the account. This whitelisting method would allow a parent to share photos with grandparents and other relatives while protecting his child from stranger danger, though again it would not hide the data from the service provider.

- **Think before you share.** A parent can serve as an advocate for his child’s privacy by imagining himself in her shoes. How would the parent feel if someone else had shared embarrassing incidents or personal information from his youth in a permanent and semi-public forum?

- **Avoid sharing personally identifiable information whenever possible.** To reduce the likelihood of an adversary learning the child’s full identity, we recommend that parents avoid sharing personal information about their children whenever possible. For example, parents should not post children’s cell numbers, full names, or birthdates.

- **Encrypt uploaded photos.** Tools such as Cryptagram [34] help users to encrypt any photos uploaded
to Facebook. The photo’s owner can then share the key with any user he chooses, allowing them to view it. This hides the photo from unwanted viewers and from surveillant authorities. However, like many applications using cryptography, we recognize that this may not be the most intuitive tool for the average user since it also requires that their friends and family adopt its usage.

Realistically, using any free online service will entail some trade-offs. However, it is important that parents consider the risks before engaging in online sharing about their children.

6.3 Recommendations to Facebook

How can Facebook better protect the privacy of the children who are posted on Facebook by parents or other adults? Similar to the work of Wang et al. [45], we suggest a privacy-preserving mechanism that nudges users to consider more private sharing behaviors with regard to children. If a child’s face is detected in a photo, a message can be displayed to encourage the user to select more private settings for the post; see Figure 9 for a graphical example.

Alternatively, Facebook could implement a policy to automatically restrict photos containing children to a more private sharing setting. This would be similar to a past policy regarding teens, whose posts could only be shown to friends-only audiences [21].

7. RELATED WORK

Families and Facebook.

As human interactions move increasingly to the digital realm, research has explored how this affects family dynamics. Burke et al. [6] examine family conversations to find that family member’s roles extend into their Facebook conversations; for example, parents of adult children are likely to ask them to call or inquire how the grandchildren are faring. Morris [28] found that new mothers exhibit specific behavioral patterns on Facebook and discusses how these findings can be leveraged to better support women at this critical transition. Kumar and Schoenebeck [22] interviewed 22 mothers of young children and found that mothers often encountered social pressure to share photos of their children.

Jomhari et al. [20] described the interactions of mothers in online blogs and social networks as using the new media to tell stories about their children. In a 2012 survey, Bartholomew et al. [4] found that 95% of new mothers and 89% of new fathers had shared images of their babies online.

The medical community has also conducted research on how social media usage can affect children. O’Keeffe et al. [29] point to benefits of social media, such as socialization and enhanced learning opportunities, but they also indicate several risks that apprehend youths on social media. For example, youths may experience cyberbullying, privacy risks, advertising influences, and “Facebook depression,” a phenomenon where teens and preteens develop symptoms of depression after excessive social media usage.

Third-party risks to privacy.

Considerable research has demonstrated that a person’s privacy can be weakened by the actions of others. In a famous paper, Jernigan and Mistree [19] found that people’s sexual orientation could be accurately predicted by the sexual orientation of their friends on Facebook. Similar results were found for age [11], gender [37], and political associations [24], where users’ private traits could be predicted by their friends’ information.

Children’s online privacy.

As access to Internet-connected devices grows, there has been a growing conversation about keeping children safe online. This was formalized with the passage of COPPA, the Children’s Online Privacy Protection Act, in the USA. COPPA limits the amount of information that websites may collect about users under age 13 [36]. However, Hargittai et al. [16] found that in many cases, this motivated children to lie about their age with parental consent in order to gain access to more services or features. Dey et al. [9] showed that by lying about their ages, children inadvertently reduced the privacy of their friends who had honestly entered their age. Additionally, Livingstone and Helsper [25] found the surprising result that parental attempts to monitor and limit children’s online behavior were not associated with a reduction in overall online risk to the children.

Cranor et al. [8] examined parents’ attitudes about their teens’ online privacy and found that overall, parents did not take their teens’ claims to privacy as seriously as the teens did. However, both Ahern et al. [2] and Kumar and Schoenebeck [22] found that parents practiced some self-censorship, choosing not to share naked or negative photos of their children on Facebook.

Instagram.

As Instagram becomes ever more popular, the research community has started to examine it more closely. Ferrara et al. [12] analyzed its community structure and popular topics, and Manikonda et al. [27] explored user locations and activities. Hu et al. [18] manually coded the content of 50 user profiles to determine what types of content are posted by users. Bakshi et al. [3] found that photos with faces accrued more likes on Instagram. Another work, by Hosseinmardi et al. [17], looked at cyber-bullying on Instagram. While Litt and Hargittai studied users’ privacy preferences with regard to online photo sharing [24], we are aware of no work exploring the technical aspects of privacy.

Figure 9: A mockup interface that Facebook could implement to nudge users towards more private sharing with regard to children’s photos.
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Figure 9: A mockup interface that Facebook could implement to nudge users towards more private sharing with regard to children’s photos.
on Instagram or the role of children whose photos are posted on Instagram.

Our Contribution.

Past research about children's privacy has focused on two main threats: children's carelessness, or malicious third parties. In this paper, we show that even well-meaning parents can unwittingly compromise their child's privacy by sharing seemingly innocuous updates on Facebook and Instagram. We measure this through two large-scale crawl-based experiment as well as a survey of Facebook users with children under age 13 and determine that the practice of parental oversharing on Facebook can have serious implications.

8. CONCLUSION

What role do parents play in their children's online privacy? In this paper, we show that parents and other adults can inadvertently compromise the privacy of children by oversharing on online social networks. We describe four threats and implement two experiments to quantify the extent of parental oversharing. Firstly, we run an automated analysis of public Facebook pages to discover evidence of children in adults' photo albums and comments. We show how, when correlated to offline data sources, the photos of children on Facebook can trigger a chain reaction of privacy violations. We also conduct a survey to examine parent's self-reported behaviors and attitudes about their children's data on Facebook. We find that many adults are sharing personally identifiable information regarding their children on Facebook, thus weakening their children's privacy with regard to strangers, acquaintances, and surveillant authorities. We then extend the automated analysis to Instagram. Finally, we propose better practices for parents and suggest that Facebook change its interface to encourage better privacy stewardship on the part of parents.
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